# Computational Statistics and Data Analysis (MVComp2) 

## Exercise 1

Lecturer Tristan Bereau
Semester Winter 23/24
Due Oct. 26, 2023, 23:59

## 1 Set theory (3 points)

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space. Prove that for arbitrary events $A, B, C \subseteq \Omega$ the following holds:

$$
P(A \cup B \cup C)=P(A)+P(B)+P(C)-P(A \cap B)-P(A \cap C)-P(B \cap C)+P(A \cap B \cap C)
$$

## 2 Conditional probabilities (3 points)

Two events, $A$ and $B$, are such that $P(A)=0.5, P(B)=0.3$, and $P(A \cap B)=0.1$. Find the following
(a) $P(A \mid B)$
(b) $P(A \mid A \cup B)$
(c) $P(A \mid A \cap B)$
(d) Are $A$ and $B$ independent?

## 3 Event composition (2 points)

In a group of 100 students, 40 are taking a math class, 30 are taking a physics class, and 20 are taking both math and physics. You randomly select a student. Calculate the probability that the selected student is taking a math class, but not a physics class.

## 4 Coding exercise: Coupon collector's problem (2 points)

You are collecting a set of different coupons from a cereal box. Each box contains a coupon, and there are a total of $N$ different coupons to collect. The coupons are equally likely to be obtained. Run and average over 100 simulations to estimate the number of boxes you need to buy to collect the entire set of $N$ coupons.

Plot a graph showing how the expected number of boxes changes as a function of $N$, consider the range $1 \leq N \leq 50$.

